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Most proteins do not exist as isolated molecules in the cell, but instead serve as nodes of protein interaction networks. A number of techniques have been developed in the last two decades to study protein interaction networks at different levels of detail. Here we describe some of the techniques for characterizing protein interactions and protein complexes on a system-wide scale, focusing especially on newly emerging techniques that use co-migration. These newer approaches have the advantage that no genetic manipulation is necessary, thereby allowing investigation of protein complexes at their endogenous levels in the correct cellular context. Finally, we discuss different approaches for measuring large-scale temporal changes to protein interaction networks, an area that we believe will be one of the frontiers in systems biology in the coming years.

1. Protein interaction networks

Proteins perform most of the structural and catalytic work in the cell but they rarely act alone, instead they form functional units with other proteins that together can do more than the sum of their parts. It is estimated that at least 90% of soluble proteins serve as components of protein complexes in both prokaryotes and eukaryotes, implying that the assembly of protein complexes is a fundamental principle of most, if not all living organisms.4–6 Protein complexes play central roles in all aspects of cellular functions, including DNA replication, transcription, translation, metabolism, signaling transduction and structural organization.

The study of protein–protein interactions is not a new concept; it has been around for more than a century, even though in the beginning it was far from understood what was being observed. One of the first interactions discovered was trypsin bound to antitrypsin, from which it could also dissociate.7 Much later came the concept of protein interactions and that these could serve as regulators of metabolism or were critical elements of signal transduction.8 In the last two decades it has become apparent that proteins form networks that can be modeled as graphs composed of nodes and edges representing macromolecules and the interactions between them, respectively, where these networks seem to capture or represent phenotypic variation.9

...
given condition. It was further realized that date hubs interact with their partners at different times and/or conditions, whereas party hubs interact with their partners at all times and conditions; put differently, date hubs serve to connect functional modules that are composed of party hubs. In addition, it has been observed that date hubs are enriched in signaling domains such as tyrosine kinases, PDZ domains and Gx domains, and that mutations in these are more frequently associated with mutations in cancer.13

A number of reviews have addressed different aspects of protein interaction networks, including experimental and computational approaches to measure them, as well as the implications of such networks in disease.14 The various methods that are commonly used to measure protein interaction networks address different features of the system and understanding these differences is crucial to understanding the data, especially when comparing between datasets. The differences between the features measured are sometimes subtle and are typically not captured in how the data are referred to so here we use a hierarchical nomenclature to describe the protein interaction network, based on the ability different experimental approaches to decipher the levels of the network.

1.1. Protein interaction networks and disease

Phenotypic variations in an organism, especially those that result in a disease, can be seen to arise from perturbations of the interaction network. This network view of diseases can therefore often replace the linear causative model that states diseases happen due to failure in one gene. A growing body of evidence suggests that a number of major diseases, e.g., type 2 diabetes and coronary diseases, derive from small defects in a number of genes.19

Removal of nodes or edges will result in completely different outcomes of a protein interaction network, since node removal will eliminate not only the function of the protein but also all interactions that the protein participates in, whereas edge removal will only remove some interactions and thereby cause a more subtle effect on the network. This means that mutations in different domains of a protein can affect different edges in a protein interaction network, a principle exemplified by mutations in two domains in TP63 that lead to two different developmental disorders. Mutations in the DNA binding domain cause ectrodactyly ectodermal dysplasia (EEC), whereas mutations in the SAM2 domain, involved in protein interactions, cause ankyloblepharon ectodermal dysplasia (AEC).20

Network perturbations are also critical in infectious diseases. One archetypical example is Salmonella, a Gram-negative bacterium that secretes a number of virulence proteins through its type 3 secretion systems into the host cell where they subsequently target strategic parts of the host cell’s protein interaction network through various means. Among many mechanisms, SopE/E2 and SptP from the bacteria act as guanine nucleotide exchange factors and GTPase activating proteins respectively for the human small G-proteins CDC42 and Rac1; together with another bacterial effector, SopB, these proteins cause a massive actin rearrangement that leads to the bacteria being engulfed by the host cell.21-23 Another example is the human immunodeficiency virus (HIV) that blocks part of the host cell antiviral defenses by producing an accessory factor, Vif, which removes a key node of the host protein interaction network. This is accomplished through the hijacking of a host ubiquitin ligase complex that subsequently initiates the degradation of APOBEC3G proteins that normally play a critical role in viral defense by interfering with reverse transcription.24 More recently, Vif was shown to have a wider impact on the host cell protein interaction network though its recruitment of host CBF-β to the ubiquitin ligase complex, disrupting CBF-β’s normal interactions with RUNX DNA binding proteins.25,26 This recruitment helps facilitate Vif folding and is required for binding and poly-ubiquitylation APOBEC3G.

1.2. The hierarchy of protein interaction networks

The hub terminology is now widely used to describe the proteins of an interaction network but the nomenclature used to describe how those proteins are organized has not been formalized and is currently quite confusing, with each group inventing their own terms. Defining a new terminology that is universally accepted is challenging but we feel that such an attempt is relevant here in order to appreciate the differences between interactome methods. The idea behind our new terminology is to capture the different features of protein interaction networks that are reported by the various techniques that are commonly used to measure them. The terminology is based on James G. Miller’s ideas about general network theory: “The Universe contains a hierarchy of systems, each higher level of system being composed of systems of low levels”.27

Similar to the terms ascribed to the various levels of protein structure, we believe protein interaction networks can also be depicted as having four levels of organization, primary, secondary, tertiary and quaternary (Fig. 1), each of which is addressed by different methodological approaches.

The primary level, or the most basic type of information to come from interactome studies, is the knowledge of pairwise interactions among proteins (n.b., in principle there is an even lower level describing interatomic interactions but such information is never captured in interactome studies). Pairwise interactions among proteins are commonly referred to as binary interactions and are typically the data output from in vivo techniques such as yeast two hybrid (Y2H), split reporter protein assays and Förster resonance energy transfer (FRET), although in vitro techniques such as cross linking combined with mass spectrometry (CXMS) also report data in a similar way.

The secondary level of organization, sometimes referred to as core complexes, are proteins that are always in the same complex(es), though they might not interact directly. Expression patterns for such proteins would be highly correlated but by themselves would not necessarily form fully functional units. In addition, their biochemical role will be irreplaceable since deletion of any member of this group will typically lead to the loss of functional integrity of the whole complex, similar to party hubs. An illustrative example of a secondary interaction is the set of proteins mTOR, mLST8, DEPTOR and Tti/TeI2, which
are integral to both the mTOR complex 1 (mTORC1) and mTOR complex 2 (mTORC2); these can be identified as a single unit in interactome studies but they are not actually known to all form a complex in isolation.

The tertiary level of organization within protein interaction networks, sometimes referred to as 'complex isoforms', is composed of functional complexes, where different accessory (or halo) proteins are added to the secondary interactions, or core complexes, leading to different protein assemblies in the cell. The accessory proteins will therefore typically not share common deletion phenotypes, functional classification or cellular localization with the core proteins. These peripherally attached proteins can, e.g., spatially or temporally affect the complex and its functions. This can again be illustrated with mTORC1 and mTORC2, where in mTORC1 the mTOR/mLST8/DEPTOR/Tti/Tel2 core is joined by RAPTOR and PRAS40, while in mTORC2 the core is joined by RICTOR, mSIN1 and PROTOR1/2. The implications of these different accessory proteins joining the core complex are massive since mTORC1 gets activated by amino acids and ATP, is inhibiting during autophagy and positively stimulates translation, whereas mTORC2 can activate several members of the AGC family of kinases including Akt. Different versions of very similar tertiary assemblies can also exist, such as through alternative stoichiometries. This can be illustrated by the proteasome that can exist as a complex composed of one 20S core complex and two 19S regulatory subunits (i.e., the 26S proteasome) or a complex composed of one 20S core complex and one 19S regulatory subunit. In this case the actual proteins comprising the two different assemblies are the same but there is clearly two discrete structures within the cell.

The quaternary level of interactions represents the union of the tertiary protein interactions and is therefore not necessarily present in any given cell but is nonetheless useful for gaining a bigger-picture view of the system. This view of the protein interaction network is generated computationally through clustering a matrix of primary interactions where 1's represent an interaction between two proteins and 0's represent no interaction. In this way proteins that interact with the same set of other proteins will cluster closely together. The quaternary level can also be observed in non-saturated AP-MS experiments where not all proteins are tested as baits, leading to what are actually multiple tertiary complexes being identified as a single quaternary complex. To use the mTOR example again, affinity purification of any member of the mTOR/mLST8/DEPTOR/Tti/Tel2 core brings along with it all components of both the mTORC1 and mTORC2 complexes and from such data it is not clear that there are actually two different structures present. Only by a saturating screen where every component of both mTORC1 and mTORC2 are affinity purified and one sees, e.g., that affinity purification of RAPTOR does not co-purify RICTOR can the composition of the two be resolved.

With this view of how interactions can be organized and described, we will now cover some of the different techniques used to target the different hierarchical organization levels of protein interaction networks in the cell.

## 2. Primary protein interactions

Primary protein interactions are generally measured using in vivo assays, with the very large majority of studies having

<table>
<thead>
<tr>
<th>Interaction</th>
<th>Illustration</th>
<th>Description</th>
<th>Techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quaternary</td>
<td><img src="image1" alt="Quaternary Illustration" /></td>
<td>Union of tertiary interactions. Not necessarily present in the cell</td>
<td>Co-migration AP-MS Y2H PCA</td>
</tr>
<tr>
<td>Tertiary</td>
<td><img src="image2" alt="Tertiary Illustration" /></td>
<td>Functional complexes. Different accessory proteins are added to secondary interactions</td>
<td>Co-migration Saturated AP-MS</td>
</tr>
<tr>
<td>Secondary</td>
<td><img src="image3" alt="Secondary Illustration" /></td>
<td>Core complexes. Proteins that always share the same complex(es)</td>
<td>Co-migration Saturated AP-MS</td>
</tr>
<tr>
<td>Primary</td>
<td><img src="image4" alt="Primary Illustration" /></td>
<td>Pair-wise interactions. Also known as binary interactions.</td>
<td>PCA Y2H FRET CXMS</td>
</tr>
</tbody>
</table>

Fig. 1 Classification of the interactions in the protein interaction network. Pictographic representations of the protein interaction networks hierarchically levels (see text for detail).
been conducted in yeast. Studying interactions \textit{in vivo} is attractive since it can be more physiologically relevant and many of the sources of error involved \textit{in vitro} approaches can potentially be avoided (e.g., interactions forced as a result of breaking the cell). The basic concept of \textit{in vivo} techniques is that engineered fusions of the proteins of interest and reporter proteins are co-expressed and if an interaction occurs a detectable output signal will be generated. The most common applications of mass spectrometry typically generate quaternary-level interaction data (see below) but recent methodological and bioinformatic developments have led to great advances in the analysis of cross-linked proteins by mass spectrometry, which generates primary interaction data.\textsuperscript{33,34}

2.1. \textit{In vivo} techniques

The Y2H assay, developed by Fields and Song more than 20 years ago, is the original \textit{in vivo} method for studying protein interactions.\textsuperscript{35} The core of the approach involves the fusion of the two hypothesized interacting proteins with two domains of the transcription factor GAL4, the DNA binding domain and the activation domain. An interaction between the two target proteins leads to reconstitution of the full transcription factor activity and synthesis of \(\beta\)-galactosidase proceeds; yeast colonies in which this has happened can then be identified colourimetrically since they will turn blue in the presence of X-gal. This approach has been used to test all of the yeast open reading frames (ORF) against each other, thereby generating a complete organism protein interaction network.\textsuperscript{36,37}

Several other reporter systems have been developed since Y2H was first developed. One of the most widely applied approaches is to split a reporter protein, e.g., ubiquitin,\textsuperscript{38} yellow fluorescence protein (YFP)\textsuperscript{39} or dihydrofolate reductase,\textsuperscript{40} and then fuse each part to the proteins where an interaction is to be tested. If the two target proteins physically interact, the reporter fragments are brought close together and allowed to fold into their native structure, resulting in reconstitution of the reporter protein activity. For YFP this results in a fluorescent signal in the cells where the interaction takes place and for dihydrofolate reductase this results in a new selectable marker, where survival in the presence of methotrexate can be used to identify colonies in which an interaction is occurring.\textsuperscript{36} A significant difference between Y2H and split reporter assays is that in the latter the interactions can presumably take place in the endogenous subcellular localization of the interacting proteins, whereas in Y2H the interaction must occur in the nucleus; additionally, split reporter assays can be used, in principle, in any organism that can be genetically modified, meaning that if they are expressed off their endogenous promoter, the proteins should be present at natural levels and with the correct post-translational modifications.

Another imaging-based method that is widely used in focused\textsuperscript{1} studies to examine protein–protein interactions is FRET, where two proteins are tagged with, e.g., cyan (CFP) and yellow fluorescent proteins (YFP), and co-expressed in the same cells; if the two proteins are within 10 nm of each other then excitation of CFP can result in resonance energy transfer to YFP, which then releases a photon at 535 nm, instead of the 480 nm expected for CFP.\textsuperscript{41} This apparent shift in the emission wavelength of CFP indicates that the two proteins to which the fluorescence proteins are fused must be in such close proximity that the only reasonable explanation is that they are physically interacting. As mentioned, FRET is widely accepted as an exceptionally accurate method for confirming that two proteins interact but it typically requires significant optimization for any given bait and prey combination and has so far not been used for measuring whole protein interaction networks.

2.2. Crosslinking combined with mass spectrometry

Crosslinking combined with mass spectrometry (CXMS) can be used to both discover new interactions and to characterize the structure of known interactions. In the latter use, it is more tolerant to impurities and low concentrations than are crystallography and NMR but of course it cannot compete in terms of resolution.\textsuperscript{42} CXMS requires bifunctional chemical crosslinkers that can be applied either \textit{in vivo} or \textit{in vitro} to react with and covalently link neighboring proteins. The proteins are then digested to peptides and subjected to liquid chromatography-tandem mass spectrometry (LC-MS/MS) to detect the cross-linked peptides. In recent years, a number of linkers targeting different functional groups on proteins have been developed, with primary amines (mostly on lysine side-chains) being the preferred target as they are plentiful and mostly located at the surface of proteins. Since the abundance of cross-linked peptides are very low compared to linear peptides, the sensitivity of the approach can be boosted significantly by enriching crosslinked peptides prior to LC-MS/MS. A range of enrichment strategies have been proposed, most of which take advantage of the increased size and charge state of the cross-linked peptides using, e.g., strong cation exchange (SCX) chromatography, size exclusion chromatography (SEC) or C4 reverse phase chromatography. The main challenge in CXMS, however, is interpreting the LC-MS/MS data to correctly identify the cross-linked peptides. Even in a clean system with only two proteins, the number of possible species that must be considered is the square of the number of linear peptides, resulting in a vastly enlarged search space. New algorithms that can deal with this issue have been developed\textsuperscript{43,44} and these have been instrumental in a number of groundbreaking studies that have employed CXMS to identify primary interactions among proteins in multi-protein complexes. One of the first large complexes analyzed was the RNA polymerase II complex, where Chen \textit{et al.} identified 220 high quality interactions with approximately one third being primary interactions between proteins in the complex.\textsuperscript{33} Hereby it was possible to observe the interaction between Pol II and transcription factor IIF at peptide resolution. Very recently the human protein phosphatase 2A complex was subjected to crosslinking followed by mass spectrometry,
revealing an interaction with IGBP2 and the topology of PP2A regulatory subunit binding to chaperonin.34

3. Identifying secondary and tertiary protein interactions through co-migration

Historically, protein complexes were identified one at a time by purifying them based on enzymatic activity and a complex was inferred when proteins co-migrated through multiple chromatographic methods. This approach provided information about the number of proteins in a complex and the size of the complex from SDS-PAGE and SEC, respectively.45 However, this approach was really only useful when assays and/or regents existed for the complex in question and it was not practical until developments in mass spectrometry-based proteomics provided the tools for reconstructing migration profiles of many proteins in parallel.

One class of methods for analyzing profile data, called protein correlation profiling (PCP), was pioneered by Andersen et al. in order to characterize the centrosome.46 Here, profiles of individual proteins were generated across a density gradient by LC-MS/MS, using a label-free, ion intensity-based quantitative approach. PCP was subsequently used to characterize the nucleolus and membrane-enclosed, cytoplasmic organelles.47 Ion intensity measurements are reasonably accurate but the logical extension of PCP was to marry it to a more accurate approach such as stable isotope labeling with amino acids in cell culture (SILAC), leading to improved accuracy of the profiles and thus enhanced the specificity of assignments made from those profiles.49-52 A similar approach, called Localization of Organelle Proteins by Isotope Tagging (LOPIT), also involves resolving organelles by density gradient centrifugation, however here the isobaric tag for relative and absolute quantitation (iTRAQ) is used for quantification.53 Using this approach, a range of different organelles, as well as larger protein complexes like the large and small ribosomal subunits, have been characterized.54

3.1. Characterizing protein complexes using SEC

Protein complexes are poorly resolved by density gradient centrifugation but SEC provides an alternative separation method that can be used for protein complexes in a similar way to how density gradients were used for organelle components above. SEC was developed more than fifty years ago and has been widely used for studying protein complexes since it resolves analytes based on their Stokes radius, which is roughly proportional to molecular weight.55 It relies on a column packed with a porous matrix that analytes can diffuse in and out of while an isocratic flow drives them through the column. The pore sizes define what range of Stokes radii can be separated, since smaller analytes effectively have a larger volume to diffuse into because they can enter the pores while larger analytes cannot. By comparing the elution times of standards of known molecular weight to measured values of unknowns, the molecular weight of an analyte can be estimated, since the elution volume decreases with the logarithm of the Stokes radius. This assumes, of course, that all analytes are the same shape, typically globular; while not precisely accurate this is a reasonable first assumption for most protein complexes. The big advantage of SEC over other chromatographic techniques for studying protein complexes is that SEC provides very gentle conditions since no binding and release from the stationary phase is required and the proteins can be maintained in a physiologically relevant buffer the entire time.

The first unbiased large-scale mapping of stable protein complexes using chromatography was done on an Escherichia coli lysate by performing three different chromatographic separation steps, followed by iTRAQ to determine the relative migration of the single proteins, which identified 13 protein complexes based on co-migration of component proteins.56 Around the same time, it was observed that one third of S. cerevisiae proteins were eluting at a much higher than expected weight from SEC.57 Later, SEC was used to follow the co-migration of protein complexes in chloroplast stroma of Arabidopsis by first fractionating chloroplast stroma by SEC, followed by mass spectrometry of the individual fractions where adjusted spectral counting was used to estimate levels of individual proteins in each fraction.58 The spectral count chromatograms could subsequently be hierarchically clustered with the assumption that proteins clustering together should belong to the same complex; several complexes were characterized in this way, including the RuBisCO complex, ribosomes and the chaperone 60 complex. Finally, it was shown by combining SEC with an array of antibody beads that the CDK-cyclin complexes had different profiles in quiescent and proliferating cells.59

Recently, we reported an approach in human Hela cells that combines PCP-SILAC with SEC to map 7209 primary protein interactions and 293 protein complexes based on their co-migration.1 The basic principle starts with mass-encoding the cells using arginine and lysine isotopologs. The heavy population is subsequently perturbed while the medium and light populations are left untreated and then all three populations are mechanically lysed. An enrichment of the cytosolic protein complexes from each lysate was performed, to ensure irrelevant interactions among proteins in different cellular compartments would be minimized, before each lysate was separated on a SEC column with optimal resolution between 150 kDa and 2 MDa. The fractions from the light sample are then pooled together and aliquots are mixed into each of the medium/heavy fractions prior to tryptic digestion and mass spectrometric analysis (Fig. 2a). In this scheme, the light-labeled proteins act as internal standards and any temporal protein interaction network changes following perturbation of the heavy population are monitored with the medium/heavy ratio (Fig. 2b). To assign interactions among the proteins represented in these chromatograms, we used two types of information: first, secondary interactions among proteins could be deduced by calculating the Euclidian distance between all chromatograms, with the assumption that proteins that always occur together in the same complex(es) would have very similar chromatograms.
Second, tertiary interactions could be deduced by deconvolving each chromatogram into component Gaussian curves, with the assumption that for large complexes, which are made of independent, stable and observable complexes, the constituent proteins might only show similarities in part of the chromatogram (Fig. 3). This resulted in a protein interaction network with at least the same precision and false positive rate as low throughput techniques when validated using the BioGRID database.  

The number of complexes a protein participates in and its relative distribution among them can be important for biological outcomes; e.g., a scaffold protein was shown to either inhibit or activate a cascade depending on its concentration. A great advantage with the SEC-PCP-SILAC approach is it finds all distinct complexes with which the protein associates, since the complexes elute as separate peaks from the SEC column. We observed 43% of the protein chromatograms measured could be deconvolved into more than one Gaussian peak, suggesting that these proteins participate in multiple complexes. In addition to identifying protein interactions, the SEC-PCP-SILAC approach also allows one to estimate the stoichiometry of a protein between multiple complexes, since the chromatograms are quantitative. The relative stoichiometry of a protein binding to its various partners can be calculated from the areas of the individual Gaussian curves, similar to the information obtained from multisignal sedimentation velocity analytical ultracentrifugation. By investigating the stoichiometry of the individual proteins of the regulatory particle of the proteasome, we observed that the majority of the proteins had similar complex distribution; interestingly, however, we observed the E3 ubiquitin KCMF1 was only binding to the regulatory particle when it, in turn, was bound to the core particle, thereby acting as an accessory protein to the regulatory particle, according to the organizational scheme presented above.

### 3.2. Other co-migration approaches for characterizing protein complexes

Instead of just fractionating protein complexes in one dimension, Havugimana et al. took biochemical fractionation to the extreme, using weak anion exchange, isoelectric focusing and density gradients to generated 1163 different fractions from HEK293 and Hela S3 cells that were then analyzed by mass spectrometry. Using the spectral counts observed for each protein in the 1163 fractions, the results were filtered using machine learning, where additional data from the literature such as evolutionary rates, messenger RNA co-expression, domain co-occurrence and physical associations reported earlier in worms and yeast were taken into account. This resulted in the identification of 13 993 co-complex interactions and 622 protein complexes, which represents the largest experimentally derived catalog of human protein complexes to date.

---

**Fig. 2** Schema of the PCP-SILAC approach to identifying protein interactions. (a) Proteins from differentially treated medium and heavy-labelled cells are fractionated by size exclusion chromatography and then aliquots of light protein are spiked into each fraction to act as an internal standard, prior to LC-MS/MS analysis. The medium/light or heavy/light ratios vs. chromatographic fraction then represent the chromatogram of that protein. (b) Size exclusion chromatogram for the average ratios from all peptides of a protein. The mass spectra of the peptide from which ratios were derived for fractions #10, 25 and 32 are shown below.

**Fig. 3** SEC-PCP-SILAC informatics workflow. The general decision tree followed in defining a protein interaction network from SEC-PCP-SILAC data (see text for more details).
The PCP approach has also been successfully applied to membrane proteins by separating them on blue native PAGE, cutting the gel lane into several slices and analyzing each slice by LC-MS/MS; followed this, label free quantitation was used to identify oxidative phosphorylation complexes I–V. Recently, a comprehensive mitochondrial protein interaction network was identified using blue native and large-pore blue native gel electrophoresis combined with label-free protein quantification. Among the identified complexes was a novel complex, given the name ‘mitochondrial complex I assembly complex’, which highlights the advantage of studying protein complexes using non-hypothesis driven techniques.

4. Identifying quaternary protein interactions using affinity purification-mass spectrometry

The AP-MS approach is very widely used in focused studies to identify the interacting partners of a protein of interest. The method is scalable and partially automatable so with substantial resources one can use it to characterize a whole protein interaction network. In the simplest approach, the protein of interest (the bait) is enriched using an antibody and then the proteins bound to it are identified by mass spectrometry; after accounting for potential non-specific interactions using an appropriate negative control, the specific interacting partners can be identified. This approach has the advantage that no genetic manipulation is required and that it can be conducted in all organisms were an antibody is available. On the other hand, the success of this approach depends greatly on the specificity and affinity of the antibody towards the protein of interest, which is often sub-optimal. In addition, antibodies are not available for the majority of proteins, even in well-studied organisms, and those that are available are not of consistent quality. Broad panels of antibodies generated and validated under uniform conditions, such as from the Human Protein Atlas project, will likely make this approach more popular. Recently, this technique was used to identify numerous protein interactions in human cells.

The most popular approach in AP-MS is to fuse the protein of interest to an affinity tag. This can be accomplished relatively easily in yeast by homologous recombination and several whole genome tag collections are available for yeast. Homologous recombination is not possible in human systems though, so there the general approach has been to introduce the tagged version of the gene as a cDNA-based transgene; the problem with this is that these transgenes lack endogenous noncoding regulatory information, such as introns and 3′-untranslated regions, resulting in non-physiological expression levels in most cases. Recently, the bacterial artificial chromosome (BAC) TrangeneOmics approach was introduced that uses BACs to include most of the regulatory elements upstream of the gene of interest in order to achieve near-endogenous expression levels. Beyond expression issues, there are many affinity tags to choose from, ranging from small peptides such as 6xHis, Hemaglutinin (HA) or FLAG to whole proteins such as GFP and glutathione-S-transferase (GST). Smaller tags seem less likely to disrupt protein complexes than a protein-sized tag, but GFP has the obvious advantage that it can also be used to image the protein of interest to gain additional information such as localization, movement within the cell and co-localization. The most common affinity system used in global protein interaction network studies is the tandem affinity purification (TAP)-tag, originally formulated as a fusion of a calmodulin binding peptide (CBP), a Tobacco etch virus (TEV) cleavage site and two IgG units of protein A from *Staphylococcus aureus*, although several variants on this idea now exist. The tagged protein and its interactors are first enriched using IgG-coated beads, then released from those beads by cleaving the tag with TEV protease and then further enriched on calmodulin beads. TAP-MS has been widely used for global screens in yeast, as well as in more targeted analyses in human systems. The great advantage of TAP is that the two rounds of enrichment help to minimize the non-specific proteins that would otherwise co-purify in a single step enrichment; on the flip side, the process still requires tagging and the longer and more complicated procedure to enrich interactors means that only very stable interactions survive to be detected.

Tagging proteins can be problematic: not only can they be challenging to introduce, they have also been shown to disrupt protein complexes and can potentially lead to change in localization and function. For example, it was only possible to partly recover the chaperonin-containing tailless complex polypeptide 1 (CIT) complex in a study using AP-MS because the ends of the proteins that were tagged were located in the interaction interface. Moving the tag to the opposite terminus can often solve such issues but the majority of high-throughput AP-MS studies only tag one termini, meaning that many real interactions may be undetectable as a result of the experimental design. Tags can also affect the subcellular localization of proteins, exemplified by a recent report in *Caulobacter* where only one third of proteins localized properly regardless of which end the protein was tagged on, suggesting that the tag disrupts terminal structures or interaction motifs of the protein. Similar, it was observed in yeast that tagging and mild over-expression of a number of mitochondria proteins led to them failing to properly localize to the organelle and instead were delivered to the endoplasmatic reticulum (ER), cytosol or nucleus. Finally, in HeLa cells similar observations have been reported using the BAC transgenomics approach where, e.g., Rab5c only localized correctly at the endosomes when tagged at the N-terminus and AURKB showed correct physiological localization dynamics through the cell cycle only when tagged at its C-terminus.

Non-specific interactions can result in a protein being identified as an interactor when it is, in fact, a false positive. TAP minimizes (but does not completely eliminate) such problems through two rounds of enrichment but another approach is to perform the AP-MS in a quantitative fashion. This can be accomplished using stable isotope dilution or label free approaches. In SILAC, two populations of cells are first
metabolically labeled and then used for the control and specific pull downs respectively, before the samples are combined, digested to peptides and analyzed by MS. This approach has been used in numerous studies and has the great advantage that it is simple to perform and can easily distinguish specific from non-specific interactions. For organisms/cell lines that are not amenable to SILAC, chemical labeling methods or label free approaches can be used to distinguish specific from non-specific interactions since the quantity of a specific interactor should be higher in the specific condition than in the negative control.

Finally, as previously mentioned, one disadvantage to all affinity purification approaches is that they are blind to the arrangement of all the interactors identified. When one identifies interactions in this way, there is no indication from the data whether the interactions are all occurring together (tertiary protein interactions) or whether the average composition of several different complexes is being observed (quaternary protein interactions). If exhaustive reciprocal affinity enrichments are performed with all the interactors then bioinformatic treatment of the entire network can sometimes tease apart such subtleties.

5. Temporal protein interaction network mapping

Mapping of protein interaction networks has taught us much about the overall design of cell systems but the vast majority of the data is static; that is, the networks are measured in a single experimental condition so our view is, at best, a snapshot in time. As with everything else in cells, protein interaction networks are dynamic systems that are constantly changing as cells are continuously bombarded by external stimuli and following internal programming. Changes in the networks can occur at both nodes and edges: e.g., nodes can change as a result of increased translation of that particular protein, whereas edges can change in response to stimuli such as when an adapter binds to a receptor in response to ligand binding. Measuring such changes is relatively straightforward in focused studies of one or a few proteins but the typical methods one would use in this case are not easily scalable, meaning that temporal protein interaction networks are rarely reported.

One approach temporal protein interaction network changes can be inferred is to use genetic interaction data, such as epistatic miniarray profiles (E-MAPs), which uses a library of strongly down-regulated genes to screen both essentially and none-essential genes. By conducting E-MAPs under two conditions, it was possible to map 873 differentially genetic interactions during DNA damage response, from which the researchers could identify new roles for Slt2 kinase, Pph3 phosphatase and histone variant Htz1 and observe that protein complexes seem to be stable to perturbation.

Other proteomic methods have also been developed that directly measure changes in physical interactions. One of the earliest approaches combined AP-MS and SILAC, thereby making it possible to track dynamic changes among the affinity purified proteins. The authors used HeLa cells labeled with triple SILAC and stimulated with EGF for different lengths of time, before antibodies against phospho-tyrosine were used to affinity purify tyrosine phosphorylated proteins and closely related binders. By quantifying the SILAC ratios for these proteins, it was possible to deduce how the stimulation affected a given protein’s phosphorylation state. Later, this method was used to distinguish the effect of EGF and PDGF on human mesenchymal stem cells, revealing that while more than 90% of the signaling proteins were used by both pathways, phosphatidylinositol-3-kinase (PI3K) was exclusively activated by PDGF. Finally, by conducting quantitative AP-MS of cyclins E1, A2 and B2 at multiple time points during cell cycle, another study found 295 specific interaction partners, which displayed significant enrichment of proteins with cell-division defects, suggesting a clear link between temporal protein interaction networks and functional roles. These kinds of approaches provide an additional, valuable dimension to interaction data and often reveal novel connections that could not have been predicted otherwise; e.g., the YMER protein, which had similar activation profiles as other proteins involved in early EGF signaling was later shown to function as an inhibitor for the down regulation of the EGF receptor.

On a similar scale, targeted proteomic methods can also be used to measure temporal interaction changes in protein interaction networks. Bisson et al. used an approach called AP-selected reaction monitoring (AP-SRM), where GRB2 was affinity purified and its interaction partners assayed by SRM. By integrating the peak areas of the peptides from each partner it was possible to measure the temporal protein dynamics at six different time points after EGF stimulation and additionally follow the changes in GRB2 protein interaction network caused by five other growth factors. SRM is much more sensitive than discovery-driven LC-MS/MS, it has large quantitative dynamic range, it does not require any in vivo or chemical labeling and it does not rely on stochastic sampling, leading to more reproducible data. The downsides, however, are that developing the assay is rather time consuming and it is not easily scaled to many baits.

Co-migration approaches such as SEC-PCP-SILAC are currently the only method available for large-scale monitoring of temporal changes in the physical protein interaction network. The incorporation of a third SILAC label into the SEC-PCP-SILAC scheme (Fig. 2a) allows for the heavy/medium ratio to be used to quantify how the protein interaction network response to a challenge. In the case of EGF stimulation (Fig. 4), this revealed 351 proteins whose interactions with others changed significantly. These proteins were also highly enriched for proteins known to have altered phosphorylation in response to EGF, highlighting the very well described phenomenon known from more targeted assays that phosphorylation leads to interaction changes or vice versa. Since SEC-PCP-SILAC is relative fast and requires only on the order of days of mass spectrometry time, it makes monitoring temporal changes to the protein interaction network across different conditions finally accessible.
A great benefit of applying SILAC and other stable isotope based quantitation methods to map temporal protein interaction networks is that the control and perturbed samples are mixed prior to mass spectrometric analysis, thereby minimizing technical variation. This also allows a quantitative measure of how much the protein interactions change in response to the stimuli, making the data more informative than simply knowing whether an interaction is changing or not. Because of the higher accuracy of SILAC and other stable isotope-based quantitation methods, smaller but still significant changes in the protein interaction network can be detected.

6. Outlook

The protein interaction networks that have been reported in the last few years are still largely coming from model organisms that are more malleable than human cells and that are amenable to high-throughput screens. With an estimated 10,000–12,000 proteins per human cell\(^9\) versus 4400 for yeast,\(^9\) there is a limit to how much can be inferred about human protein interaction networks from model organisms. The human body contains hundreds of different cell types, each with its own unique proteome and, thus, its own protein interaction networks, so the complexity of the complete human protein interaction network is vastly underexplored. The methods used over the past ten years for mapping the static protein interaction network are reasonably accurate with acceptable false positive rates. They are still not as sensitive as they need to be and while approaches like AP-MS have shown themselves to be accurate, they are not broadly useful for global monitoring of the protein interaction network because of their cost and confounding factors (e.g., tagging artifacts). Co-migration approaches have reached a point where they have at least the same throughput (in terms of interactions identified), precision and false positive rate as many low throughput approaches at a small fraction of the cost of AP-MS-based mapping efforts. The added benefit of co-migration is that SILAC can be used to encode how the protein interaction network responds to stimuli, something that had previously been completely inaccessible. As the technology matures over the next few years and becomes more accessible, we expect a revitalized interest in protein interaction network mapping as a tool for understanding biology. Of particular interest may be the use of protein interaction network monitoring late in the discovery phases of drug development, to understand the impact of the drug on the protein interaction network.
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